ECE 542 HW2a Arpad Voros

1. Show Vh(K)Ly(g) = V@Ly@)

Since h(5) represents the output of the last layer K of the network, it is also the prediction
(4)) of the model. Therefore, h(’%) = §j, meaning the gradient w.r.t. one equals the gradient
w.r.t. to the other.

2. Show Va(K)Ly(g) = g'(a(K))T © V@Ly(z})

Since g is an element-wise function, using the chain rule results in the following element-
wise product

. . dhK)
Va0 Ly(§) = VyLy(9) © T2
where )
~ dh 1xn
vﬁLy(y)7 da®)

to keep consistent with our definition of gradient dimensions. We know that

dh )
dam = 9@

but since h(%) € R”, the derivative ¢'(a(%)) will yield the same dimensions. The element-
wise multiplication can not occur unless the quantity is in R'*". Therefore we transpose
it, and due to the commutative property of element-wise multiplication, we can bring the
transposed quantity out front to get

Vawo Ly(§) = ¢'(a")T © V;L,(9)

3. Show Vo) Ly (§) = R =D (V) Ly (9))

Again with the chain rule, we know

. da¥)
Vo Ly(9) = va(K)Ly(y)W
where
o) — IO RE=1) | ()
SO

da'¥) d
AW E) — qwE)

[Wmh(K—l) n b(K)}
The derivative of a{*) w.r.t. matrix W) is easier to compute using vectorization, where

vec : R"*™ — R™ . An example definition is shown below

vec(ABC) = (CT ® A) vec(B)

where ® is the Kronecker product operator. In addition, the bias is dropped since its
derivative w.r.t. W) is 0. So

W) 1) ((h(K*U)T ® 1) vee(WE))

daF)

qo = (Rl
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Therefore, the vectorized gradient equals
Voo Ly(§) = Voo Ly(@) (KT @ 1)
Transpose the result to make things easier down the line

Vi L@ = (A5 @ 1) Voo Ly (3)T

To get back to our gradient from our vectorized gradient, we use inverse vectorization.
Inverse vectorization is defined as vec™! : R™™ — R™*™ meaning

Viwao Ly () = vee™ (V00 Ly (§))

" Voo Ly (§) = vee™ ((M’H) ® I) va(K)Ly(g)T) !

We know that V) Ly (§) € R™™, s0 vee (V00 Ly (9)T) = Va0 Ly (§) 7. We can rewrite
what we have above

— vec—! ((h(Kfl) ® I) vec (VG(K)Ly@)T))T

=vec™! (Uec (Va(IOLy(g)T(h(K_l))T))T

= (Vao L@ ()T

So that
Vo Ly(§) = K5IV 0 Ly (9)

4. Show V-1 Ly(9) = (Vo Ly (§)) W E)

Similar to 3.,

. . da¥©)
Vi Ly(9) = VamLy(y)W
where
o) = WE) p(K=1) | p(K)
)

da®) d

_ (K)p (K—=1) | p(K)
e = e WO +b

The derivative of a!®) w.r.t. vector A1 is simply the matrix W) meaning

So that



